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’ INTRODUCTION

DNA and RNA absorb UV radiation around 260 nm, but they
have very low fluorescence quantum yields, because fast radia-
tionless deactivation processes take place. These deactivation
processes have been studied extensively, and they are believed to
increase the photostability of DNA as it does not remain on the
reactive excited state for long times.1�3 In addition to the fact
that natural DNA has a very low fluorescence quantum yield, the
electronic coupling between the different bases makes the
interpretation of its fluorescence very complicated.4 The desire
to use fluorescence as a sensitive spectroscopic method to
monitor DNA has led to the development of fluorescent probes
that can be incorporated in DNA.5 Fluorescent base analogues
aremolecules that resemble the natural nucleobases, the chromo-
phores in DNA, but small modifications in their structure render
them fluorescent. Another very useful property they have is that
usually they absorb and emit at wavelengths different from the
natural bases, so there is no coupling with neighboring bases, and
they can provide direct information about the local environment.
Experimentally, fluorescent analogues of these nucleobases are
used as probes to study the structure and dynamics of DNA.
They are preferred over other fluorescent dyes that can be
attached to DNA, because they do not disturb its structure.

2-Aminopurine (2AP) is a fluorescent analogue that is often
used in the place of adenine (6-aminopurine, (A)).6,7 Adenine
and 2-aminopurine are purine derivatives and close constitu-
tional isomers, differing only in the placement of an amino group,
as shown in Figure 1. Like adenine, 2AP can form a Watson�
Crick base pair with thymine and can be incorporated into

nucleic acids with minimal perturbation of the overall nucleic
acid structure.8�10 For these reasons, it is a very appealing base to
be used as fluorescent probe. Its spectral properties are very well
characterized. It can be selectively excited at a wavelength
(300�320 nm) that is red-shifted as compared to the natural
DNA bases (∼260 nm). The small structural change between
2AP and A leads to distinct photophysical behavior. Experimen-
tally, the fluorescence quantum yield of adenine is very low, 7 �
10�5,11 and the excited-state lifetimes in aqueous environments
are found to be on the order of subpicosecond.1,2,12�14 2AP, on
the other hand, is highly emissive with a quantum yield of 0.68 in
water.6 Unlike adenine, the fluorescence of 2-aminopurine is
favored by solvent polarity and has a long lifetime between 9.3
and 11.8 ns.15,16

The difference in photophysical behavior between isolated A
and 2AP has been studied theoretically by various groups. Perun
et al. used multireference methods to study both A and 2AP,17,18

and they found that in both cases conical intersections (CIs) exist
between the excited states and the ground state. CIs can facilitate
radiationless decay to the ground state, which is responsible for
the lack of fluorescence in adenine. Although CIs exist in 2AP
also, they are inaccessible because of high barriers, and thus they
cannot be efficient in quenching fluorescence. Similar conclu-
sions were drawn by other studies.19,20 Calculations on other
fluorescent base analogues have also shown that the accessibility
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of conical intersections plays the dominant role in the fluores-
cence versus nonradiative decay of these systems.21,22

While the 2AP monomer is highly fluorescent, the fluores-
cence of this analogue is significantly quenched when incorpo-
rated into natural DNA strands. The environmental sensitivity of
2AP makes it an excellent probe to study the effects of local
conformational changes on fluorescent behavior. It has been used
to study mispair recognition, base flipping, local melting, protein
binding, and electron and energy transfer.23�36 Although the
fluorescence decay of 2AP in solution is single exponential, with a
lifetime of ∼10 ns, dinucleotides and larger DNA fragments
involving 2AP exhibit fluorescence decay that shows multiexpo-
nential decay and can be fitted to four exponential components
with lifetimes of approximately <100 ps, 0.5 ns, 2 ns, and 10
ns.23,37,38 This complex multiexponential decay seen in time-
resolved fluorescence studies of 2AP-labeled DNA is attributed
to the duplex existing in a multiplicity of conformational states
that arise from different degrees of interbase stacking.24,25,39�44

The shortest component is attributed to a fully stacked con-
formation, while the longest is due to unstacked 2AP. The fact,
however, that the short components appear even in smaller
oligonucleotides indicates that some quenching occurs even in
cases without good interbase stacking.37,38,45,46 Interestingly, the
intensity of fluorescence of 2AP increases at 77 K,42,47 indicating
the crucial role of base motion in mediating the quenching of
2AP. The complex dynamics still exists at low temperatures, but
the shortest decay component is eliminated.

The processes that contribute to the fluorescence quenching of
2AP in DNA are not well understood, although it has been shown
that the quenching arises from base stacking rather than base-
pairing.23 Several mechanisms have been proposed, including
photoinduced electron transfer and the presence of dark
states.32,35,46,48,49 Barton and co-workers advocate that the
quenching in 2AP is caused by photoinduced electron transfer
between neighboring bases, predominantly with guanine.32,35,48,49

On the basis of the oxidation potential, guanine is the most
favorable to be oxidized because it has the lowest oxidation
potential of all the natural bases. Substitution of guanine by
another base with unfavorable oxidation potential, inosine, slows
the quenching. In contrast, other workers observe instantaneous
quenching by all bases,23,37,46 and they attribute quenching to the
presence of a dark state.

Early theoretical calculations attributed the quenching to the
presence of dark charge-transfer (CT) states,50,51 where partial
charge redistribution between the bases occurs. These studies,

however, had used time-dependent density functional theory
(TDDFT), and it is well-known now that TDDFT methods fail
to compute CT states accurately,52�54 so these results should be
viewed with skepticism. Later studies using configuration inter-
action singles (CIS) showed that the CT states are higher
energetically and are not expected to be the dominant states
upon absorption.55,56 CIS is better at predicting the relative
positions between local and CT states, but it lacks electron
correlation and largely overestimates excitation energies. So, the
energies and importance of CT states in 2AP containing systems
are still not clear.

Beyond the above limitations in previous studies of 2AP
systems, the most important limitation is that static calculations
using only one initial geometry at the Franck�Condon (FC)
region are not sufficient to investigate fluorescence quenching
mechanisms. The fate of the excited-state population after absorp-
tion is very important, and one has to consider competitive
radiative and nonradiative decay mechanisms, as has been shown
in the work on nucleobase monomers. Such an extensive study
requires calculations of important points along the excited-state
potential energy surfaces (PESs) of the systems. Extended ab
initio studies of the excited states on π-stacked bases beyond the
FC region are limited,mainly because of the computational cost of
such calculations, and only recently have started to appear.57�63

In the present work, the excited-state behavior of 2AP
incorporated into base stacked dimer systems is studied theore-
tically. We focus on two systems, 2AP with cytosine (C) and 2AP
with thymine (T), where in each case 2AP is placed at the 50 and
30 side. We first calculate the excited states at a typical B-DNA
conformation. Relaxation along the S1 surface is then examined
to study the fate of the population on this state after excitation.
Two different novel mechanisms were found, and they could
provide possible scenarios for fluorescence quenching.

’METHODS

The initial geometries of 50-C2AP-30, 50-2APC-30, and the analogous
base stacks of thymine with 2AP in B form DNA were obtained from
ground-state geometries previously reported by Thompson and
Hardman.55 In that work, the geometries of the monomers had been
calculated usingMP2/6-31G(d,p), while the B-DNA conformations had
been obtained by truncating oligomers created in Spartan.64

Excited-state energies and optimized structures of the monomers and
dimer systems were calculated using configuration interaction singles
with second order perturbation theory (CIS(2)).65 The CIS(2) method
improves upon CIS by including a Møller�Plesset second-order pertur-
bation theory correction.65 Others have developed similar methods,66,67

and our version has been extended to be able to handle conical
intersections between the ground and excited states. CIS(2) can be used
in two forms: including the coupling with the ground state when conical
intersections are sought, or omitting the coupling when better excitation
energies are needed.When the coupling with the ground state is omitted,
CIS(2) is similar to the quasi-degenerate CIS(D) method of Head-
Gordon and co-workers,67 themain difference being in theway one of the
energy difference denominators is approximated.65 CIS(2) without the
coupling is denoted here as CIS(2X). We have shown in previous work
that these methods perform well in describing conical intersections in
organic molecules such as the nucleobases by comparing them to
multireference methods.65 They also describe excited states of nucleo-
base dimers reasonably well.68 The CIS(2X) method was used here for
single point calculations because this method is still size consistent and
the coupling with the ground state is not important in that case, while the
CIS(2) including the coupling was used for optimizations. Two basis sets

Figure 1. Structures of 2-aminopurine, adenine, cytosine, and thymine
with labeling of the atoms.
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were employed, the cc-pVDZ and a modified aug-cc-pVDZ where the
diffuse d functions were omitted for computational efficiency (denoted
here cc-pVDZþdiff). Optimizations on the first excited-state surface (S1)
and conical intersection searches were performed at the CIS(2)/cc-
pVDZ level. Natural orbitals describing the S1 excited-state electron
distribution were obtained at the CIS/cc-pVDZ level. The EOM-CCSD
method with the 6-31þG* basis set was also used to calculate excited
states in 2AP to compare with the CIS(2X) results.
Linearly interpolated internal coordinate (LIIC) pathways were con-

structed between the initial B-DNA geometries and the final optimized
geometries on the S1 surface, which provided qualitative energetic
pathways between these two points. Ten geometries were created
between the initial and final points. The excitation energies for each
point were calculated at the CIS(2X)/cc-pVDZþdiff level. To examine
the effect of stacking on the fluorescencemaximumof 2AP, the S1 excited-
state minimum of 2AP was optimized at the CIS(2)/cc-pVDZþdiff level,
and the optimized geometry replaced the 2AP ground-state geometry in
the B-DNA dimers. These geometries are denoted S1(2AP) in the
following discussion. LIIC pathways between the S1(2AP) ππ* excited-
state minimum and the final S1 optimized geometries of the dimers were
also obtained at the CIS(2X)/cc-pVDZþdiff level.
The Priroda computational packaged was used for all CIS(2)

calculations.65,69 All CIS calculations were performed using GAMESS,70

and the EOM-CCSD calculations using the NWCHEM program.71

Molecular orbitals were viewed using MacMolPlt.72

’RESULTS AND DISCUSSION

2AP Monomer. Although the excited states of 2AP monomer
have been studied previously, to examine how they are affected
by the neighboring bases, we have recalculated their most
important properties. Furthermore, comparisons with the pre-
vious theoretical and experimental results can give us a better
estimate of how our methods perfom. Table 1 shows the
calculated vertical excitation energies for the first seven singlet
excited states of 2AP using the CIS(2X)/cc-pvdzþdiff method.
The two first excited states are calculated to be at 4.56 and 4.94
eV. S1 is a ππ* state with high oscillator strength f = 0.194, while
S2 is an nπ* state with oscillator strength f = 0.004, at the
CIS(2X) level. The experimental absorption maximum for 2AP
in stretched films of poly(vinyl alcohol) is 4.05 eV for S1 and
4.46 eV for S2.

16 The EOM-CCSD/6-31þG* method predicts

the first excited-state energy to be 4.39 eV, in closer agreement
with experiment, and the second excited-state energy to be
4.91 eV. CIS(2X) and EOM-CCSD perform similarly, giving
the absolute excitation energies to be too high by ca. 0.4 eV but
the gap between S1 and S2 to be in close agreement with
experiment. Multireference methods predict the S1 excitation
energy to be 4.18�4.19 eV and S2 to be 4.23�4.84 eV, depen-
ding on the exact parameters for the calculation.17,73

We have also calculated two S1 minima for 2AP, which had
been previously predicted.17,19,20 The adiabatic excitation energy
to the ππ* S1 minimum calculated at the CIS(2X)/cc-pvdzþdiff
level is 4.38 eV, while the S0�S1 gap at that minimum corre-
sponding roughly to a fluorescence maximum is 4.03 eV. The
band origin in a resonant two-photon ionization (R2PI) spec-
trum of jet-cooled 2AP is 4.01 eV, again about 0.4 eV lower than
our calculated number. A second nπ* minimum also exists with
adiabatic energy 4.31 eV, and S0�S1 gap 3.54 eV. This minimum
has been restricted to planar symmetry in agreement with
previous calculations.17

Overall, the error in our methods is comparable to the error in
other high level methods that can be employed for systems of this
size. As compared to experimental observables, the error is about
0.4 eV, but seems to be constant along the PES, making the
method suitable for our photophysical studies where relative
energies along the PES are important.
The photophysical properties of 2AP have been investigated

previously.17,19,20 It has been found that 2AP has two conical
intersections between S1 and S0, similarly to adenine. The main
difference between the two molecules that makes 2AP fluores-
cent while adenine is nonfluorescent is that the barriers connect-
ing the S1 minimum to the conical intersections are high for 2AP,
almost 0.5 eV.
Absorption Spectra of B-DNA Dimers. The vertical excita-

tion energies corresponding roughly to absorption maxima of
2AP π-stacked with the pyrimidine DNA bases cytosine and
thymine have been calculated using CIS(2X)/cc-pvdzþdiff. The
energies are shown in Table 1. The lowest excited states of the
dimers are mostly localized on each monomer, and they are
somewhat perturbed as compared to the monomer excitation
energies. The first excited state for all dimers is a bright state
correlating to the first excited state in 2AP. This state is

Table 1. Vertical Excitation Energies (E in eV) and Oscillator Strengths (f) of the Monomers and Dimers Studied in This Work
Calculated at the CIS(2X)/cc-pvdzþdiff Level

2AP T C 50-2APT-30 50-T2AP-30 50-2APC-30 50-C2AP-30

S1 E 4.56 5.12 5.03 4.48 4.53 4.48 4.52

f 0.1940 0.0000 0.0662 0.1610 0.1533 0.1657 0.1531

S2 E 4.94 5.66 5.40 4.93 4.89 4.86 4.92

f 0.0036 0.2848 0.0018 0.0039 0.0039 0.0045 0.0043

S3 E 5.63 6.15 5.86 5.03 5.12 5.00 5.02

f 0.0021 0.0011 0.0001 0.0001 0.0000 0.0516 0.0598

S4 E 5.88 6.61 5.90 5.36 5.61 5.28 5.40

f 0.1077 0.0000 0.0069 0.0064 0.0334 0.0010 0.0026

S5 E 5.93 6.90 6.05 5.58 5.62 5.33 5.50

f 0.0120 0.0611 0.2328 0.1590 0.1934 0.0024 0.0001

S6 E 6.42 7.06 6.13 5.78 5.80 5.69 5.68

f 0.0039 0.0024 0.0000 0.0188 0.0636 0.0073 0.0216

S7 E 6.48 7.15 6.42 5.83 5.86 5.72 5.81

f 0.0001 0.0031 0.0082 0.1018 0.0632 0.0636 0.0038
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red-shifted as compared to the monomer in all cases when
stacked with the pyrimidine base. The red-shift is stronger when
2AP is placed at the 50 end. For monomer 2AP, the vertical
excitation energy to the first excited state is 4.56 eV. The shift is
0.08 eV for 50-2APC-30 and 50-2APT-30, while it is only 0.04 eV
for 50-C2AP-30 and 0.03 eV for 50-T2AP-30. In all dimers, the
oscillator strength of the bright S1 state in the dimer is reduced as
compared to the monomer, from 0.19 to 0.15�0.16. This 20%
reduction in the oscillator strength indicates that the wave
function/electronic distribution is affected by the interactions.
Figure 2 shows the initial structures of the dimers. The top

view shows that the π-overlap and other specific interactions are
different when 2AP is at the 50 or 30 terminus, and this could
cause the different excitation energies.
The presence and importance of charge transfer excited states

in DNA and in the fluorescence quenching in 2AP-containing
strands has been debated extensively. Earlier theoretical work

had reported the existence of CT states at low energies for
stacked dimers and trimers including 2AP,51 but later studies did
not find these CT states.55 Our results indicate that, although
there is some mixing and changes in the electronic wave function
of the monomer when it interacts with the other bases, pure CT
states are not present within about 1 eV of the bright absorbing
state, so they are not expected to play a role, at least at the initial
absorption event. They could, however, become important after
the initial absorption if they can be stabilized. An aspect of this
will be seen later in our results.
Emission Spectra of B-DNADimers.The effect of π-stacking

on the emission wavelengths has also been examined. The
geometry of 2AP in the B-DNA conformations, which corre-
sponds to its ground-state minimum, was replaced with the
geometry of its S1 minimum. This geometry of the dimers is
denoted here S1(2AP). For isolated 2AP, the vertical gap at this
minimum, corresponding to the emission maximum, is 4.03 eV.
Similarly to what was seen in absorption,π-stacking red-shifts the
emission energy by a small amount. When 2AP is at the 50 side,
the red-shifts are 0.07 eV for 50-2APT-30 and 0.10 eV for
50-2APC-30. The corresponding shifts for 50-T2AP-30 and 50-
C2AP-30 are 0.03 and 0.08 eV, respectively.
Yang and Stanley measured a similar effect in λmax for

oligonucleotides containing 2AP neighboring with different
bases.74 In an oligonucleotide containing 50-...A-2AP-C...-30, the
fluorescence λmax was 372 nm (3.33 eV), while in an oligonu-
cleotide containing 50-...C-2AP-A...-30, it was 368 nm (3.37 eV).
So, the difference made by the position is 0.04 eV, similar to what
our calculations predict. Of course, in our calculations there is
one neighbor, while in the experiments there are neighbors on
both ends and there are also other bases in the sequence that will
probably have some effect. Furthermore, the shifts are in general
small, so general conclusions are probably inappropriate at this
stage, but it is encouraging that we can predict similar trends as
observed experimentally.
The position of 2AP affects not only the emission maximum

but also the fluorescence quantum yield according to the same
study.74 The 50-...A-2AP-C...-30 probe has roughly 3 times the
relative fluorescence quantum yield as compared to the 50-...C-
2AP-A...-30 probe. As we will discuss below, our calculations show
that the possible fluorescence quenching pathways depend on
the position of 2AP on the 30 or 50 side, which could explain the
observed experimental differences. The oscillator strengths at the
minima for all four dimers are similar, 0.14�0.15, and they
cannot explain a 3-fold difference in fluorescence quantum yield.
Sequence effects have also been reported by Rai et al.75 when

2AP was placed in different places of DNA oligonucleotides.
Among the sequences they studied, there were some where 2AP
was placed either on a 50 side of T, or on a 30 side of T, or stacked
between two thymines. The effect of the position on the emission
maximum was seen to be small, on the order of 0.03 eV, as the
lower values of our calculations. The important conclusion in
that work was that the position of 2AP on the sequence has a
great effect on energy transfer with the natural nucleobases.
Relaxing on the S1 Potential Energy Surfaces.The mechan-

ism for the fluorescence quenching in 2AP when incorporated
into DNA continues to be an area of active debate. The involve-
ment of dark charge transfer states has been suggested as a
possible reason for the quenching, but our calculations show that
at least initially these states are energetically inaccessible and the
first excited state is localized on 2AP. To further investigate the
quenching mechanism, we have explored the S1 excited-state

Figure 2. Geometries of the dimers at (a) the initial B-DNA structures
and (b) the final points after optimization on S1. In (a), the left side
shows the bond lengths for each monomer in the dimer, while the right
side shows top views. In the top view for the initial geometries, the
N1(2AP)�N1(pyrimidine) axis is perpendicular to the plane of
the paper.
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PESs, because fluorescence quenching is related to the character
and dynamics of the bright excited state. The energy of the first
excited bright state was minimized for the four B-DNA dimers.
Interestingly, two different pathways were observed, and the
outcome was quite different for the dimers with 2AP in the 50
terminus as compared to the ones with 2AP in the 30 terminus.
Minimization of the S1 state in 50-2APT-30 and 50-2APC-30 leads
to a minimum on the S1 surface, while minimization in 50-T2AP-
30 and 50-C2AP-30 leads to a seam of conical intersections
between S0 and S1. The details of these pathways are
described below.
S1 Dark Minimum.When the energy of the S1 absorbing state

of the dimers 50-2APT-30 and 50-2APC-30 is optimized, a mini-
mum is reached, denoted S1(2APB). This minimum has a small
oscillator strength, so the initially bright state has been converted
into a dark state. The oscillator strength is reduced from 0.16 to
0.01 in both dimers. The emission energy is considerably red-
shifted as compared to absorption, 2.74 eV in 50-2APC-30
(2.49 eV in 50-2APT-30) as compared to 4.48 eV, which is the
vertical excitation corresponding to the absorption maximum.
The adiabatic energy is 3.70 eV in 50-2APC-30 and 3.73 eV in 50-
2APT-30.
Linear interpolations between the initial FC point and S1-

(2APB) and between the monomer like fluorescent minimum
S1(2AP) and S1(2APB) were performed to examine the acces-
sibility of S1(2APB). The LIIC between initial FC point and
S1(2APB) are shown in Figure 3, while the LIIC between
S1(2AP) and S1(2APB) are given in the Supporting Information
(Figure S1). In both cases, no barriers were found along the LIIC,
indicating that this dark minimum is easily accessible either
directly after initial excitation or after relaxation to the fluorescent
minimum S1(2AP).
The LIIC plots hint to the fact that an avoided crossing

between S1 and S2 may exist along the paths (around point 4
of the LIICs), which could cause the switching between the
bright and the dark states. To confirm this observation, we show
the oscillator strengths for the first three excited states in Figure 4.
This figure shows clearly that the reduction of oscillator strength
is due to an avoided crossing between S1 and S2. Initially, S1 is a
ππ* state with high oscillator strength localized on 2AP and S2 is
an nπ* state with very small oscillator strength again localized on
2AP. While moving along the LIIC to reach the S1(2APB), the
oscillator strength for S1 decreases steadily, while that of S2
increases steadily. At the final point, the two states have switched
character. Figure 5a,b shows the natural orbitals that describe the
excitation at the first and last points of the LIIC. The natural
orbitals with occupation number close to one are shown.
Figure 5a shows the orbitals for 50-2APT-30 and 5b for 50-2APC-30.

The left panel in each case describes the excitation for the initial
FC point, while the right panel shows the orbitals involved in the
excitation at S1(2APB). It can be seen that the excitation switches
from πfπ* to nfπ*. The outcome of this avoided crossing will
be fluorescence quenching because of the dark nature of the
final state.
Because the excitation remains localized on 2AP at this

minimum, a question that naturally arises is whether this pathway
is present in 2AP monomer, and, if so, what is the reason that it
does not cause fluorescence quenching in that case. If we look
into the previously published studies of 2AP monomer, as was
described above, we see that an nπ* minimum exists for the
monomer 2AP as well. The adiabatic energy for the monomer
according to our calculations is 4.31 eV, while the emission
energy is 3.54 eV. The first obvious difference between the
monomer and the dimers is that the adiabatic and emission
energies are much lower (g0.6 eV) for the dimers as compared
to the monomer.
Figure 2b shows the geometries for S1(2APB) for both dimers.

The monomer minimum is planar, while 2AP in 50-2APT-30 and
50-2APC-30 is not planar anymore. The amino group is pyrami-
dalized with the hydrogens pointing toward the oxygen of
thymine and cytosine. Also, the N1C6C5N7 dihedral angle of
2AP is 15� for 50-2APT-30 while 8� for 50-2APC-30 (atom labels
are shown in Figure 1). The bond lengths in the rings, however,
are not very different from the monomer nπ* minimum, because
the distortions from the ground-state equilibrium structure are
indicative of the lone pairs on nitrogens. Specifically, C6N1 on
2AP is elongated from 1.36 Å at its equilibrium structure to
1.42�1.43 Å, while C2N1 shortens from 1.36 to 1.31�1.32 Å.
When looking at how much the overall structure has changed as
compared to the initial B-DNA one, the distance between the
bases is not much different from the initial, being around 3.2 Å,
with the bases having approached each other somewhat. The
dihedral angle H1N1(pyrimidine)�N1H1(2AP) defining the
rotation between the bases in the double helix changes from
36� to 38� for 50-2APT-30, while for 50-2APC-30 changes from
35� to 25�, indicating that this motion has not distorted the
structure expected in B-DNA significantly, especially for 50-
2APT-30.
These comparisons indicate that the hydrogen-bonding inter-

actions between the bases stabilize the nπ* state as compared to
the 2AP monomer. When looking at the initial geometries of the
dimers in B-DNA conformation, it is clear that both 50-2APT-30
and 50-2APC-30 have the NH2 group of 2AP in close proximity to
the carbonyl group of the pyrimidine. This initiates the hydrogen-
bond interaction. This hydrogen bond will be hindered in a
double strand. Similar interactions between dimers of bases have

Figure 3. Energies of the S0, S1, S2, S3 excited states along the LIIC connecting the FC point to the S1(2APB) for 50-2APT-30 (left panel) and 50-2APC-30
(right panel).
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been observed before. This intrastrand hydrogen bonding has
been observed by Nachtigallova et al.63 in a QM/MM study of a
model of adenine (4-aminopyrimidine) stacked between two
bases. Their conclusion is that this type of hydrogen bond may
play an important role for the photodynamics within one DNA
strand and that it should be of interest even in irregular segments
of double-stranded nucleic acids structures.
Dual fluorescence has been observed in 2AP depending on the

surrounding environment, when it is incorporated in single- and
double-stranded oligonucleotides.43,76,77 In addition to the
monomer-like fluorescence at 3.35 eV, a second maximum was
observed at ca. 2.75 eV. This long wavelength peak is 10 times
weaker than the short wavelength. Previous work has attributed
the emission to exciplex formation between 2AP and neighboring
bases. Both the wavelength and the intensity of this new peak
compare well with the new minimum that we have found. In the
experimental work, it is proposed that the dynamical behavior of
DNA can reach conformations with increased π-stacking, which
will cause this long wavelength fluorescence. This argument is
reinforced by the fact that the long wavelength fluorescence has
also be seen in crystals, where 2AP is very efficiently π-stacked,
and emits at 2.95 eV.43 Our work shows that conformations with
orientations different from regular B-DNA, but not necessarily

increased π stacking, can cause a weak long wavelength fluores-
cence. The important point here is that weak fluorescence can
occur by the local nπ* minimum of 2AP if the interactions with
neighboring bases stabilize it. There could also be other con-
formations besides the ones we found here that could stabilize
this minimum.
Conical Intersections. Conical intersections have been pre-

viously found in all nucleobase monomers and several of their
fluorescent analogues, and they are now believed to be crucial in
the photophysical pathways for these systems.78 The conical
intersections can cause fluorescence quenching because of fast
radiationless decay to the ground state competing with radiative
decay. Could these features be responsible for the quenching in
the 2AP containing dimers? Indeed, when optimizations of the S1
PES were performed for the dimers where 2AP is at the 30
terminus, they lead to a very small gap between S0 and S1. Further
application of the CI search algorithm confirmed that there is a
CI seam present.
LIIC plots connecting the FC point to the CI for each dimer

are shown in Figure 6. LIIC plots connecting S1(2AP) to the CI
are given in the Supporting Information (Figure S2). The energy
at the CI point in these plots is not exactly degenerate because the
optimization was done at the CIS(2) level, while the energies
shown in the figure were obtained at the CIS(2X) level. The LIIC
plots indicate that there are no additional barriers to reach the
CIs starting from either the FC or the fluorescent minimum
S1(2AP), and thus the CIs are easily accessible in these dimers.
The energy of the lowest energy CI on the seam in this region

is about 2.8 eV above the ground-state minimum for 50-T2AP-30
and 3.3 eV for 50-C2AP-30. Because the energies of S0 and S1 are
not degenerate at the CIS(2X) level, we report the average of
their energy. In the 2APmonomer, Perun et al.17 have shown that
there are two CI seams with energies ca. 0.4 eV above the S1
minimum, and barriers almost 0.5 eV above the S1 minimum
exist between the CIs and the S1 minimum. These barriers and
the high energy of the CIs prohibit easy accessibility of the CIs
and consequent fast nonradiative decay. The CIs in the dimers,
on the other hand, are energetically lower than the S1(2AP)
minima, and there are no additional barriers between the minima
and the CIs, so fast nonradiative decay is expected. This is true as
long as the bases are not connected by a backbone, because the
backbone can add additional constraints that could make the
accessibility to the CIs more difficult. The degree of flexibility of
oligonucleotides will play an important role in the accessibility of
these CIs.
It is again informative to compare the CIs found in the π-

stacked dimers to the monomer CIs. Each monomer in the
dimers has CIs between the S1 and S0 states, and these CIs do not

Figure 4. Oscillator strengths for S1, S2, S3 along the LIIC connecting the FC point to the S1(2APB) for 50-2APT-30 (left panel) and 50-2APC-30 (right
panel).

Figure 5. Natural orbitals describing the excitation of the S1 state at the
initial B-DNA geometries and at the final S1 optimized geometries
(S1(2APB) for (a),(b) and CI for (c),(d). (a) 50-2APT-30, (b) 50-2APC-
30, (c) 50-T2AP-30, (d) 50-C2AP-30. In all cases, the left side shows the
orbitals initially, while the right side shows the orbitals finally.
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disappear when the monomers are stacked. Recent dynamical
studies found that the CIs are present when the bases are stacked
and they still participate in the relaxation even if the steric
interactions are present.63 A closer look at the geometries and
energies of the computed CIs here gives useful insight. The
geometries are shown in Figure 2b. While 2AP remains relatively
planar, pyramidalization of the carbon connected to the methyl
group (in thymine) and to the amino group (in cytosine) occurs,
resulting in extreme out-of-plane deformations of the pyrimidine
bases. The twomolecules approach and interact almost forming a
bond between C5 in thymine and C6 in 2AP (1.57 Å) and
between C4 in cytosine and C6 in 2AP (1.73 Å). The orientation
of the two bases has changed as compared to the initial orienta-
tion. In 50-C2AP-30, the H1N1(C)�N1H1(2AP) dihedral angle
changes from 33� (representative of the helical twist in B-DNA)
to 50�. The distance N9(2AP)�O7(C) changes from 3.85 to 3.6
Å. Overall, the distance between the bases does not change much
because part of cytosine comes closer to 2AP so that the NH2

out-of-plane distortion is facilitated. The distortion in 50-T2AP-
30 is larger. The H1N1(T)�N1H1(2AP) dihedral angle changes
from 33� to 79�. Overall, it appears that there are strong
interactions between the monomers, and the CIs in the dimers
are facilitated by the interaction between the monomers. There
are, however, some similarities with the monomer CIs as well.
The strong displacement of the amino group in cytosine and the
methyl group in thymine out of the plane of the molecule is also a
characteristic of the monomer CIs. The bonds in the pyrimidines
are stretched very similarly to what is seen at their monomer CIs.
Furthermore, the local electronic structure of the pyrimidines at
these CI geometriesmay be the reason of the bonding interaction
between the bases. Both in thymine and in cytosine monomers,
the wave function has diradical character at the CI because of the
twisting of the double bonds.21,79�81 In thymine, as the C5�C6

double bond twists to reach the CI, the π orbital becomes more

like two p-like orbitals on each carbon. Similarly, in cytosine the
π orbital on N3C4 becomes two p-like orbitals on N3 and C4.
This radical character on C5 in thymine and C4 in cytosine can
facilitate the interactions with 2AP.
The character of the wave functions at the CIs is very

interesting. The natural orbitals describing the excitation are
shown in Figure 5c,d. The left panel in each case shows the
excitation at the FC point, while the right panel shows the
excitation at the CI. While initially the excitation is localized on
2AP, this is not true at the CIs for either dimer. At the CIs, the
excitation involves density on both 2AP and the pyrimidine.
Charge transfer character at CIs has been observed before and
has been studied theoretically.82 Strong environmental effects are

Figure 6. Energies of the S0, S1,S2, S3 excited states along the LIIC connecting the FC point to the CI for 50-T2AP-30 (left panel) and 50-C2AP-30 (right
panel).

Figure 7. Magnitude of the dipole moment change for S1 along the LIIC connecting the FC point to the CI for 50-T2AP-30 (left panel) and 50-C2AP-30
(right panel). The insets show the vector of the dipole moment at points 1 and 12 for 50-T2AP-30 and at points 1, 9, 12 for 50-C2AP-30.

Figure 8. Transition dipole moments of the S1 state at the initial (upper
row) and final (lower row) geometries. (a) 50-T2AP-30, (b) 50-C2AP-30,
(c) 50-2APT-30, (d) 50-2APC-30.
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expected in these cases. Our calculations are in vacuo, but in
natural systems the solvent is expected to stabilize these states
and the CIs found here.
The change in the charge distribution can be clearly seen in the

dipole moment change along the LIIC. Figure 7 shows the
magnitude of the dipole moment change along the LIIC. This is
calculated by taking the difference of the dipolemoment vector at
point i, where i = 1,12 in the LIIC, minus the dipole moment
vector at point 1 (point 1 is always the FC point). This gives the
dipole moment difference vector, and we plot the magnitude of
that vector along LIIC. One sees that there is a very big difference
along the path. The change in the dipole moment occurs mainly
in its direction. The insets of the figure show that the direction of
the dipole moment initially is along the plane of 2AP, but at the
final point it is perpendicular, showing the charge transfer
between the monomers. For 50-C2AP-30, the maximum dipole
moment change occurs along the path at point 9, and then it
begins declining again. One can also see that the increase in the
dipole moment and charge transfer event starts immediately and
increases smoothly along the path. This shows that even when
absorption occurs on a locally excited state, the character of this
state can change soon after absorption and delocalization and
charge transfer may occur. For comparison, a similar figure of the
change in the dipole moment for the 50-2APC-30 and 50-2APT-30
systems is shown in the Supporting Information (Figure S3). In
that case, the dipolemoment changes again because the character
of the states changes, but its direction remains parallel to the
plane of the molecules.
This behavior could be detected with time-resolved measure-

ments. While stark spectroscopy can be used to detect
differences in the dipole moments, such as those in Figure 7,
changes in the polarization of the transition can also be important
in experimental detection. Figure 8 shows the transition dipole
moments for the initial and final points along the LIIC. The initial
direction is always parallel to 2AP because it corresponds to a
local ππ* excitation on 2AP. The final direction and magnitude
of the transition dipole moment vector, however, is very differ-
ent. The magnitude is smaller, and the direction points between
the bases, indicating the charge transfer character of the
transition.
Previous experiments have proposed that population of a CT

state occurs dynamically after excitation.83 After that, the CT
state is depopulated by charge recombination, which will bring

the system back to its original ground state. An alternative path
would lead to a pair of radical ions. Wan et al.83 estimate the
charge recombination times as the transient absorption times
they measure, and they are in the range 4�85 ps depending on
the bases adjacent to 2AP. In our calculations, we have examined
the fate of the population after going through the CI by
optimizing the ground state starting at a geometry very close
to the CI. These calculations brought the bases back to their
ground state, demonstrating that charge recombination occurs
after passing through the CI rather than the formation of ion
pairs. According to our calculations, however, there are no
barriers to reach the CIs, so population of the CT state and
depopulation through charge recombination should happen very
fast. In fact, there is no minimum where population can be trapped
leading to long lifetimes, as has been observed experimentally. One
has to remember, however, that our calculations do not include the
backbone or any other environmental effects, and the backbone can
cause additional constrains, which could lead to barriers to reach
the CI and longer time spent on a CT state.

’CONCLUSIONS

We have studied four dimers, which include 2AP π-stacked
with a pyrimidine base, 50-2APT-30, 50-2APC-30, 50-T2AP-30, and
50-C2AP-30, focusing onmechanisms for the observed quenching
of the 2AP fluorescence. Minimizations of the S1 state, which is
initially an excitation localized on 2AP, reveal two different
pathways that can lead to fluorescence quenching. Figure 9
shows a summary of the energies involved in the pathways found
for the dimers of 2AP with thymine. The results are similar in
cytosine as well. Initial excitation leads to the 2AP ππ* bright state,
which is also the fluorescent state when relaxing to its S1(2AP)
minimum.When 2AP is at the 50 terminus, a local dark minimum is
easily accessible, which reduces the radiative decay substantially. The
S1 wave function at this point is still local on 2AP, but involves
different orbitals. While initially S1 is a ππ* state, it evolves into a
dark minimum, which is a nπ* state involving lone pair orbitals on
2AP.The second type of pathways is easily accessible when 2AP is at
the 30 terminus. In this case, CIs are reached, which can lead to
radiationless decay. The wave function describing the S1 state at
these points involves charge transfer between the bases.

A very intriguing aspect in these findings is the large difference
in the outcome when 2AP is at the 50 versus 30 side. Which region
of the S1 PES is stabilized depends on the interactions between
the bases. The initial relaxation on the S1 surface is governed by
the forces of the 2AP localized S1 state, because initial absorption
leads to that state. There are also π interactions that move the
bases with respect to each other trying to maximize the overlap.
These forces are common in all dimers. As the bases approach
each other, however, depending on which functional groups are
closer, hydrogen-bonding interactions between the bases start to
become improtant. These interactions are different depending
on the position of 2AP. For 50-2APT-30 and 50-2APC-30, the
carbonyls and amino group of the pyrimidines interact with
hydrogen bonds with the amino group of 2AP, and these
interactions stabilize the S1 surface. For 50-T2AP-30 and 50-
C2AP-30, the functional groups are further apart, and the bases
rotate with respect to each other. Charge transfer is facilitated
then, although it is not clear why, and the pyrimidines distort
strongly reaching the points of CIs. The very different overall
mechanisms highlight the importance of the interactions be-
tween the bases in determining the dominant pathways for

Figure 9. Energy level diagram summarizing the pathways found here
that could lead to fluorescence quenching for (a) 50-2APT-30 and (b) 50-
T2AP-30.
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excited-state dynamics. If 2AP is stacked between bases on both
sides, all of the above forces will be present, and there will be
competition between them. The final outcome will depend on
which forces dominate.

A very important outcome of our study is that the local
environment can alter the energetics of individual bases in such
a way that inaccessible pathways in the monomer become
accessible in the complex system. In this study, the presence of
the second base, which interacted with hydrogen bonds with
2AP, altered the accessibility of the nπ* dark state minimum.
This effect, however, can happen in many other cases and could
explain differences between monomers and oligomers. The
outcome will depend on specific intermolecular interactions
(e.g., hydrogen bonding or covalent bonding) and on the
flexibility of the systems. This possibility has not been given
much attention before.

On the other hand, charge transfer has been the focus in many
previous studies, and it has been proposed to play an important
role in 2AP quenching. The results here indicate that this can be
true, however, not because a CT state is populated initially, but
the locally excited state can dynamically change and acquire CT
character after the initial excitation event. These results support
earlier experimental discussions of CT states being populated
dynamically, either in 2AP-containing oligomers or in oligomers
containing only natural bases.83,84

In general, if we want to advance our understanding of excited
states in π-stacked bases and DNA in general, we have to move
beyond the initial absorption event. Exploring the PESs of the
excited states beyond the FC region is essential. This has not
been done extensively until now, mainly because of the computa-
tional resources that are needed for these calculations. Another
approach is sampling of DNA ground-state conformations,
which then is used to calculate excited states.85 In this case, the
excited-state dynamics is controlled by ground-state conforma-
tional populations. This is indeed very important because
fluctuations in DNA will play a key role (shown in photochem-
istry as well86). It is not sufficient, however, to describe excited-
state dynamics and reactivity in general, as the present results
indicate. As discussed in the Introduction, the complex multi-
exponential decay in 2AP systems has been attributed to the
presence of different conformational states. The various con-
formations may be reached because of excited-state dynamics
rather than ground-state conformational sampling. This has been
discussed before in the literature in dinucleotides of 2AP,37,38

where the authors attributed some components of the multi-
exponential decay to excited-state dynamics rather than ground-
state conformations.

Our calculations do not include the backbone connecting
bases in DNA or any water molecules, so one has to be cautious
about the direct applicability of the present findings in DNA. Our
focus is to point out that there are different possible mechanisms
that cause fluorescence quenching in stacking systems. The
previous literature has focused on electron transfer or charge-
transfer states. Our work shows that there exist other possibilities
that have not been considered before. The accessibility of the
present pathways will depend on the flexibility of the π-stacked
systems containing 2AP.
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